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Abstract This paper describes a general method for the treatment of convective momentum transport
(CMT) in large-scale dynamical solvers that use a cyclic, two-dimensional (2-D) cloud-resolving model (CRM)
as a ‘‘superparameterization’’ of convective-system-scale processes. The approach is similar in concept to
traditional parameterizations of CMT, but with the distinction that both the scalar transport and diagnostic
pressure gradient force are calculated using information provided by the 2-D CRM. No assumptions are
therefore made concerning the role of convection-induced pressure gradient forces in producing up or
down-gradient CMT. The proposed method is evaluated using a new superparameterized version of the
Weather Research and Forecast model (SP-WRF) that is described herein for the first time. Results show that
the net effect of the formulation is to modestly reduce the overall strength of the large-scale circulation, via
‘‘cumulus friction.’’ This statement holds true for idealized simulations of two types of mesoscale convective
systems, a squall line, and a tropical cyclone, in addition to real-world global simulations of seasonal (1 June
to 31 August) climate. In the case of the latter, inclusion of the formulation is found to improve the depic-
tion of key synoptic modes of tropical wave variability, in addition to some aspects of the simulated time-
mean climate. The choice of CRM orientation is also found to importantly affect the simulated time-mean
climate, apparently due to changes in the explicit representation of wide-spread shallow convective
regions.

1. Introduction

1.1. Superparameterization: Successes and Remaining Challenges
The difficult problem of convection parameterization needs no introduction. During much of the past 50
years, this problem could only be addressed through the use of relatively simple conceptual algorithms,
embodying ideas about how convective cloud fields interact with their surroundings [e.g., Arakawa and Schu-
bert, 1974]. With the recent advent of petascale computing systems, however, an alternative approach is now
feasible, which involves embedding a series of relatively small, limited-area ‘‘cloud-resolving’’ models (CRMs)
inside each grid box of a large-scale dynamical model; the embedded CRMs take the place of the large-scale
model’s traditional convective and stratiform cloud schemes. This approach was first pioneered by Grabowski
and Smolarkiewicz [1999] and Grabowski [2001], who proposed the name, ‘‘cloud-resolving convection param-
eterization.’’ Later, Randall et al. [2003] advocated the more provocative title, ‘‘superparameterization’’ (SP), to
convey the fact that the embedded CRMs not only eliminate the need for conceptual models of deep convec-
tive cloud systems, but also conceptual models of the myriad of complex, spatially varying interactions among
shallow and deep convection, radiation, aerosols, and the planetary boundary layer (PBL).

The SP approach has been implemented in several different global models, with a number of positive
results being reported. For example, comparing their superparameterized formulation of the Community
Atmosphere Model Version 3.0 (SP-CAM3) to its standard counterpart, Khairoutdinov et al. [2005] observed
marked improvements in the simulated diurnal cycle of convection over land, as well as the simulated spec-
trum of convective-coupled tropical waves, including the intraseasonal Madden-Julian Oscillation (MJO),
which was largely absent from the standard CAM3 [see also Khairoutdinov et al., 2008; Pritchard et al., 2011;
Randall et al., 2015]. Similar sorts of improvements were later reported by Tao et al. [2009], using a
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completely different superparameterized global atmosphere model, known as the NASA Multiscale Model-
ing Framework (MMF). Meanwhile, in an extension of the SP approach to the coupled ocean-atmosphere
Community Climate System Model Version 3.0 (SP-CCSM3), Stan et al. [2010] documented significant
improvements in both the amplitude (reduced) and period (lengthened) of the simulated El Ni~no-Southern
Oscillation. Such explicit-convection models are therefore attractive tools for addressing questions about
the basic mechanisms underlying tropical weather and climate variability, as well as questions about how
this variability might change in a warming world [e.g., Grabowski, 2003; Thayer-Calder and Randall, 2009;
Wyant et al., 2009; Benedict and Randall, 2011; DeMott et al., 2011; Andersen and Kuang, 2011; Arnold et al.,
2013; Pritchard and Bretherton, 2014].

Despite its success, however, the SP approach is not without limitations. Perhaps most severe is that the
embedded CRMs are typically configured to have two-dimensional (2-D) slab-symmetric geometry, for com-
putational efficiency. This approximation, while apparently suitable for the coupling of thermodynamic (i.e.,
scalar) quantities, means that the CRM-simulated cloud fields can only interact directly with one component
of the large-scale horizontal flow vector, namely that aligned parallel to the CRM domain [cf. Randall et al.,
2003]. Because the choice of CRM orientation is somewhat arbitrary, a common approach has been to sim-
ply neglect the tendency of the large-scale horizontal momentum due to CRM-scale convective transport
processes. However, it appears that failing to include the effects of this unresolved convective momentum
transport (CMT) can, in some cases, have a large negative impact on model performance [Khairoutdinov
et al., 2005; Cheng and Xu, 2014].

1.2. A Strategy for Advancing the 2-D SP Approach
In this paper, a general strategy for including the effects of CMT in 2-D SP models is proposed and eval-
uated. The idea is to emulate the standard approach taken in traditional mass-flux parameterizations of
CMT (reviewed further in section 2; see also Figure 1a), where the problem is formulated as one of scalar
transport in the presence of a diagnostic pressure gradient force. Rather than relying on a simple cloud
model, however, here both the scalar transport and diagnostic pressure gradient force are calculated using
the explicit CRM-simulated flow field. No assumptions are therefore made concerning the organization and
transport properties of the underlying convection field, other than those implied through the use of a 2-D
CRM. Because the transport and pressure gradient terms are both calculated using the embedded CRM, this
strategy is referred to as ‘‘explicit scalar momentum transport’’ or ESMT.

The above strategy was devised as part of this study’s broader development of a new superparameterized
version of the Weather Research and Forecast model (SP-WRF). Described herein for the first time, the SP-
WRF is a versatile modeling framework that features all of the same capabilities as its standard counterpart,
except grid nesting. The model can therefore be run in either global or regional configurations, using a vari-
ety of different physics options. Currently, these options include 6 different land surface packages, 7 differ-
ent radiation packages, and 16 different microphysics packages (7 of which are double-moment). The
option of continuous 3-D analysis nudging is also available, so that the model can be initialized gradually
from a series of analyses, allowing spin-up of the embedded CRMs. These various capabilities stand in con-
trast to most other SP models, which were designed mainly for the purpose of simulating global climate.
Moreover, while the development of previous SP models has typically involved stitching together models
with different vertical grids and dynamical approximations, the SP-WRF has been formulated using a seam-
less single-model approach.

Section 2 provides an in-depth review of the methods and concepts behind traditional parameterizations of
CMT. This review sets the stage for section 3, which describes the SP-WRF along with the proposed ESMT
formulation. Section 4 discusses the effects of including this formulation in idealized simulations of two
types of mesoscale convective systems (MCSs): a squall line and a tropical cyclone. This evaluation is
extended to real-world applications in section 5, which describes a series of seasonal climate integrations.
Section 6 provides a summary and discussion of the main findings.

2. Review of Traditional Methods for Parameterizing CMT

The process of CMT is among the dominant contributors to the apparent momentum source X in the free
troposphere [Tung and Yanai, 2002]; gravity wave transports also provide an important but generally
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secondary contribution [Lane and Moncrieff, 2010; Shaw and Lane, 2013]. Traditional parameterizations of
CMT have almost universally been formulated using the mass-flux approach [e.g., Schneider and Lindzen,
1976; Shapiro and Stevens, 1980; Zhang and Cho, 1991; Wu and Yanai, 1994; Gregory et al., 1997]. The idea is
to partition the vertical motion field into regions of upward and downward motion, where the former are
assumed to be cloudy and occupy only a small fraction of the domain, while the latter are assumed to be
cloud-free and occupy the remaining part of the domain, called the ‘‘environment.’’ In the absence of
source/sink terms, the problem is then one of determining the cloud base mass flux together with the frac-
tional entrainment and detrainment rates as a function of height. Physically, momentum is transported
upward from low levels and deposited aloft by convective updrafts, while momentum in the surrounding
environment is transported downward by compensating subsidence (see the schematic in Figure 1a). The
net effect of this parameterized CMT is to produce large-scale ‘‘cumulus friction’’ [Schneider and Lindzen,
1976].

In reality, however, convection also introduces horizontal pressure gradient forces that can strongly affect
the upscale forcing of momentum [Rotunno and Klemp, 1982; LeMone et al., 1984; Soong and Tao, 1984;

Convective transport
represented using the mass
flux approach, together with
some form of entraining/
detraining plume model

Downward transport of
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Cloud-scale pressure gradient
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Figure 1. Schematic comparison of (a) the traditional approach for representing CMT in coarse-resolution models versus (b) the approach
proposed here for 2-D SP models.
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Lemone et al., 1988; Lafore et al., 1988]. Studies aimed at parameterizing these effects have typically started
off with a linearized, anelastic version of the Poisson pressure equation, expressed here as:

2r2p52$H w � @
�UH

@z
; (1)

where p is the perturbation pressure divided by the basic state density, $H is the horizontal vector deriva-
tive, w is the perturbation vertical velocity, and �UH is the basic state horizontal wind vector. Assuming sinu-
soidal variations of the cloud updraft region, this equation can then be used to derive an expression for the
updraft-averaged horizontal pressure gradient force:

F5

�
ax M

@�U
@z

; ay M
@�V
@z

�
; (2)

where M is the cloud mass flux and a � ðax ; ayÞ is a dimensionless vector whose components are both
greater than zero and depend solely on the spatial organization of the flow. This expression was first
obtained by Wu and Yanai [1994], hereafter WY94, who treated F as a source/sink term in the mass-flux
equation expressing conservation of cloud momentum [see also Gregory et al., 1997]. Closure of the prob-
lem then requires an appropriate choice of a.

To provide an upper bound on the magnitude of a, WY94 considered two limiting cases of convective orga-
nization: quasicircular versus quasilinear. In the first case, called ‘‘unorganized,’’ ax and ay are roughly equal
and have values less than unity, i.e., 0 < ax � ay < 1. The net effect of the source/sink term F in this case is
to reduce the cloud mass flux by a factor 12a, where a � jaj [see also Romps, 2012]. In the second case,
called ‘‘organized,’’ a is oriented roughly perpendicular to the convective line and has magnitude always
less than two, i.e., 0 < a < 2. In the special situation when a > 1, the net effect of F is to provide up-gradient
CMT (i.e., accelerate the large-scale flow) in the direction perpendicular to the convective line.

Although there is clear evidence in nature of storms with a > 1 [e.g., Lemone et al., 1988], it has become
standard practice among model developers to assume convection is always unorganized with fixed a < 1
[e.g., Pope et al., 2000; Mizuta et al., 2006; Kim et al., 2008; Richter and Rasch, 2008]. This assumption has
been guided mainly by the work of Zhang and Wu [2003], who looked carefully at a multiweek 2-D-CRM
simulation of convection with realistic large-scale forcing. Using linear regression techniques, they inferred
typical values of a in the range 0.5–0.6, slightly smaller than the value of 0.7 suggested by Gregory et al.
[1997] on the basis of shorter-term 3-D calculations. The implication is that, on average, even 2-D convec-
tion tends to produce down-gradient CMT, contrary to what might naively be expected [see also Mapes and
Wu, 2001].

In summary, the standard treatment of CMT is essentially that of scalar transport in the presence of a diag-
nostic source/sink term. The transport is handled using the mass-flux approach, while the source/sink term
is diagnosed using the Poisson pressure equation (1). Assumptions needed to close this treatment include
those surrounding the representation of cloud entrainment and detrainment (through the choice of a par-
ticular cloud model), as well as those surrounding the representation of cloud organization (through the
choice of a). The key to arriving at the ESMT formulation proposed here (detailed in section 3.3; see also the
sketch in Figure 1b) is to recognize that most of these assumptions/choices are unnecessary when using a
2-D CRM as a parameterization for convection.

3. Model Description

The SP-WRF is a multiscale modeling framework based on Version 3.4.1 of the Advanced-Research WRF sys-
tem (ARW). A detailed description of the ARW can be found in Skamarock et al. [2008], so only a brief over-
view is given below.

3.1. Overview of the ARW
The ARW is a fully compressible, nonhydrostatic model with a terrain-following hydrostatic-pressure vertical
coordinate, defined as g � ðph2phtÞ=l, where ph is the hydrostatic component of pressure (excluding mois-
ture), pht is the value of ph along the model top, and l is the total-column dry air mass per unit area. The
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latter is defined as l � phs2pht , where phs is the value of ph along the surface, so that g varies between 1 at
the surface and 0 at the model top.

The governing equations are expressed in flux form using finite difference approximations. Time differenc-
ing is handled using the split-explicit integration scheme of Wicker and Skamarock [2002]. The scheme is
third-order accurate for the nonacoustic modes and is designed to ensure conservation of mass and other
single-moment flux quantities [Klemp et al., 2007]. The spatial stencils for advection are fifth-order accurate
in the horizontal direction and third-order accurate in the vertical. To prevent the development of negative
mixing ratios, the advection of water substance is generally handled using the positive-definite flux renorm-
alization technique of Skamarock and Weisman [2009]. The one exception is in the case of spherical geome-
try, where the flux renormalization is applied everywhere but at the northern and southern polar
boundaries—any negative mixing ratios that develop at these locations are automatically set to zero. This
approach for handling the positive-definite transport of water on the sphere is not available in the standard
ARW, but rather was added as part of this study, through consultation with the WRF development team at
NCAR (W. Skamarock, personal communication, 2011).

3.2. Coupling Method for Scalars
In the SP-WRF, the ARW serves as both the large-scale model (LSM) and its embedded 2-D CRMs. These two
components are coupled through exchanges of heat, moisture, and momentum tendencies. The tendencies
passed from the LSM to the CRM are referred to as the large-scale ‘‘forcing,’’ while those passed from the
CRM to the LSM are referred to as the small-scale ‘‘feedback.’’ Below is a general description of the algorithm
used to calculate these two sets of tendencies, given in the context of a generic scalar variable q. To simplify
the discussion, the effects of changes in the total-column dry air mass l are not considered. The algorithm
is identical to that used in the SP-CAM3 (reviewed in Randall et al. [2015]), except that no adjustment of the
CRM vertical grid is needed during the course of the model integration, since the CRM and LSM vertical
grids are the same.

The large-scale forcing is obtained by advancing the LSM from time level n to n 1 1 to generate a provi-
sional value of q that depends only on the large-scale processes of advection and horizontal diffusion. Con-
ceptually, we can write:

gqn11
L 5qn

L 1DtLðAL1HLÞ; (3)

where the subscript L denotes an LSM value, the quantity DtL is the LSM time step, and the terms AL and HL

represent the LSM-computed tendencies of qL due to resolved advection and parameterized horizontal dif-
fusion, respectively. The large-scale forcing of the CRM variable qc is then defined as:

LSFq �
gqn11

L 2hqc
ni

DtL
; (4)

where the quantity hqc
ni represents the horizontal CRM average of qc at the start of the LSM time step.

The forcing in (4) is applied to the CRM during its integration between time levels n and n11. The predictive
equation for qc can then be written as:

qm11
c 2qm

c

Dtc
5Sc1Vc1Hc1Ac1LSFq; (5)

where the superscripts m and m11 denote successive time steps of the CRM, the quantity Dtc is the CRM
time step (which is an integer division of DtL), and the terms Sc and Vc represent the CRM-calculated ten-
dencies of qc due to diabatic processes and parameterized turbulent vertical diffusion, respectively. This
equation is solved for each of the embedded CRMs, assuming periodic horizontal boundary conditions.

The small-scale feedback is obtained by overwriting the provisional LSM value of q at time level n11 with
the horizontal average of the CRM value, i.e., qn11

L 5hqn11
c i. The predictive equation for qL can thus be writ-

ten as:

qn11
L 2qn

L

DtL
5AL1HL1SSFq; (6)
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where the last term on the right hand side is the small-scale feedback, defined as:

SSFq �
hqn11

c i2gqn11
L

DtL
: (7)

The coupling of scalars between the LSM and CRM is therefore formulated as a kind of mutual relaxation of
the large and small-scales toward one another on a relaxation time scale DtL. Unlike traditional relaxation
methods, however, the relaxation of the small to large scales is held constant during the integration of the
CRM from time levels n to n 1 1.

3.3. Formulation of Explicit Scalar Momentum Transport (ESMT)
The method used to couple the large and small-scale momentum components is somewhat different from
that outlined above for scalars. Letting uc denote the horizontal wind variable of the 2-D CRM, the large-
scale forcing of uc is defined as:

LSFu �
gun11

L cosðbÞ1gvn11
L sinðbÞ2hun

c i
DtL

; (8)

where uL and vL are the east-west and north-south components of the LSM wind vector, respectively, while
the variable b denotes the orientation angle of the CRM domain within the LSM grid box (see Figure 1b).
Following the suggestion of Grabowski [2004], the angle b is chosen to match that of the mean large-scale
wind vector in the lowest 4 km. The rationale is that most fast-moving squall-line systems (which essentially
behave like quasi-2-D convection) are often seen to be oriented perpendicular to the low-level vertical
shear vector [Barnes and Sieckman, 1984; LeMone et al., 1998; Tulich and Kiladis, 2012]. Of course, such shear-
perpendicular lines are just one of several different ‘‘modes’’ of linear convective organization, including
shear-parallel cloud ‘‘streets’’ [Young et al., 2002]. Thus, this approach could likely be improved upon. Further
discussion of this issue is left until section 5.3.

The small-scale feedback is obtained by treating the large-scale wind components uL and vL as noncon-
served scalars that are advected and diffused by the CRM-simulated flow field. The corresponding scalar
wind variables are denoted by ûc and v̂ c , respectively, where the prediction of each is obtained using (5),
but with Sc now representing the source/sink due to convection-induced horizontal pressure gradient
forces. As in the conventional mass-flux formulation of WY94, the pressure source/sink is approximated
using the linearized, anelastic version of the Poisson pressure equation (1). In the context of the 2-D CRM,
this equation can be written generically as:

2
@2p̂c

@v2 2
@2p̂c

@z2 52
@wc

@v
@hqci
@z

; (9)

where v denotes horizontal position in the CRM and qc now represents either of the scalar wind varia-
bles (ûc or v̂ c). The implicit assumption is that the spatial structure of the advecting flow field is the
same in both horizontal directions of the LSM, for lack of additional information (i.e., the 2-D CRM can-
not account for the 3-D structure of the underlying flow field). Taking the horizontal derivative of (9)
and defining Sc � 2@p̂c=@v leads to the diagnostic equation:

@2Sc

@v2
1
@2Sc

@z2
52

@2wc

@v2

@hqci
@z

: (10)

Solutions to this equation are obtained at each CRM time step using Fourier transform methods in the hori-
zontal direction together with a tridiagonal matrix solver in the vertical direction. The small-scale feedback
is then obtained using (7), evaluated for each of the large-scale wind components. The total computational
cost of the feedback algorithm is typically around 10% of the model execution time.

To help interpret the impacts of the above formulation, it is useful to note that (10) can be solved analyti-
cally in certain idealized situations. For example, in the case of an isolated cloud updraft with sinusoidal var-
iations, WY94 showed that:

Sc5ac

�
wc
@hqci
@z

�
; (11)
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where the interpretation and physical significance of ac has already been discussed. In the SP-WRF, an
empirical estimate of ac is obtained during each CRM time step of the model integration, by horizontally
regressing the quantity in square brackets on the right hand side of (11) against the diagnostic pressure
source/sink Sc. This analysis is performed at each level in the vertical and for both horizontal directions of
the LSM, so that the resulting regression coefficients, denoted ax and ay , are functions of both large-scale
space and time.

A distinctive feature of the proposed ESMT formulation is that both components of the momentum feed-
back are handled using the exact same formalism, despite the reliance on a 2-D CRM with variable orienta-
tion. This parity is achieved by carrying two scalar wind variables in the model, one for each horizontal
direction. In principle, however, there is no practical reason why an alternative formulation could not be
devised, in which only a single scalar wind variable is carried by the model, to account for the feedback in
the direction perpendicular to the 2-D CRM domain—the component in the direction parallel could then be
obtained through the fully nonlinear calculation of CMT that is automatically performed by the CRM as parts
of its normal integration, i.e., the CMT associated with the horizontal wind variable uc. This hypothetical
alternative (which is 50% cheaper than the original, but at the expense of parity) is similar to what was pro-
posed early on by Grabowski [2004]. The only difference is that here an attempt is made to account for the
effects of convection-induced pressure gradient forces in directions unaccounted for by the 2-D CRM, i.e.,
the scalar wind variable is generally treated as a nonconserved (rather than conserved) quantity. The ration-
ale is that convection in the real world is invariably a 3-D phenomenon, so the effects of pressure variations
must generally be considered in both horizontal directions.

In agreement with this last point, Cheng and Xu [2014] recently proposed a much simpler strategy for repre-
senting the effects of CMT in the CRM-perpendicular direction of 2-D SP models. Briefly, their idea is to
adopt the standard mass-flux approach with fixed a50:4, but where the convective mass flux is taken
directly from the CRM-simulated vertical velocity field wc. No assumptions are therefore made concerning
the rates of convective entrainment and detrainment. While computationally less expensive than the
approach devised here, a potential drawback to their mass-flux-style formulation is that no allowance is
made for large-scale variations in a. Evidence of these variations can be found later in Figure 6b.

3.4. Treatment of Unresolved Physical Processes
As already mentioned, the SP-WRF features a variety of different options for the treatment of physical proc-
esses that are unresolved by the CRM, such as microphysics and radiation. Here, however, the description is
given in the context of a single set of physics packages that can serve as a baseline for future sensitivity
studies. Specifically, the microphysics package is the single-moment scheme of Tao et al. [2003], with five
hydrometeor categories: cloud water, cloud ice, rain, snow, and graupel. The radiation package is a broad-
band formulation with 10 bands in the thermal part of the spectrum and 11 bands in the solar [Chou and
Suarez, 1999; Chou et al., 2001]. For computational efficiency, calls to the radiation are performed every 20
min of simulation time on the CRM grid. The cloud fraction is assumed to be zero or one, depending on a
cloud condensate threshold of 1026 g kg21.

The effects of unresolved turbulent mixing in the CRM are parameterized using a 1.5 order turbulence
kinetic energy (TKE) scheme. Although originally developed for use in large-eddy simulation models by
Deardorff [1980], this type of scheme has since been implemented in a number of CRMs, including those
utilized in both the SP-CAM3 and NASA MMF. The scheme adopted here is similar to that of Skamarock
et al. [2008].

In the case of the LSM component of the SP-WRF, only horizontal mixing is parameterized for scalars, using
a variation of the ARW’s standard 2-D Smagorinsky scheme. This scheme is also used for momentum, but
with the additional effects of orographic gravity wave drag parameterized using an algorithm that accounts
for wave breaking in both the lower troposphere and lower stratosphere, following Kim and Arakawa [1995]
and Hong et al. [2006]. To minimize the unwanted effects of gravity waves reflecting off of the upper
boundary, damping of the vertical velocity is applied in the uppermost levels of both the CRM and LSM,
using the implicit damping scheme of Klemp et al. [2008].

Processes involving interactions between the atmosphere and surface are handled somewhat differently,
depending on whether the embedded CRMs are situated over water or land. Over water, the surface fluxes
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of heat, moisture, and momentum are parameterized using the COARE algorithm of Fairall et al. [2003];
meanwhile, the prognostic scheme of Zeng and Beljaars [2005] is used in each of the CRM grid columns to
account for the diurnal evolution of the sea surface skin temperature. Based on Monin-Obukhov similarity
theory, the COARE algorithm is a bulk flux scheme that features empirically derived formulations for the
velocity and scalar roughness lengths. The stability-dependent profile functions are a blend of semiempiri-
cal and theoretical forms that are free of singularities over a broad range of stability conditions. The COARE
algorithm is currently not available in the standard ARW, but rather was added as part of this study to place
the model on a firmer observational footing.

For model points over land, the COARE algorithm is still used to compute the surface fluxes, but with a dif-
ferent set of expressions for the velocity and scalar roughness lengths. The velocity roughness length is
specified on the basis of vegetation type, while the thermal and moisture roughness lengths are specified
using the analytical form proposed by Zilitinkevich [1995]. To predict the evolution of the land surface/
hydrology, the comprehensive Noah model of Chen and Dudhia [2001] is applied in each of the CRM grid
columns. This approach of handling all surface-related processes on the CRM grid is unique in comparison
to most other SP formulations, which instead handle these processes on the LSM grid, for ease of imple-
mentation. It is left as a question for future research as to whether this small versus large-scale treatment of
surface processes has any systematic influence on the model’s performance.

3.5. Parallel Computing Performance
The SP-WRF is designed to run on massively parallel computing systems that can potentially yield a signifi-
cant speedup over single-processor calculations. To estimate the amount of speedup that is achieved in
practice, a series of 6 day global integrations was performed using the NOAA’s CRAY XE6 (Gaea) computing
platform. The model configuration is very similar to that described later in section 5. As shown in Figure 2a,
the amount of speedup is essentially at its theoretical limit for processor counts NP in the range 128–2048.
For larger processor counts, however, the model becomes increasingly less efficient as NP approaches the
hard limit, NP 5 NL, where NL is the total number of LSM grid columns (8192 in the current example). This
efficiency loss, which peaks at a modest value of around 20%, is due to increased latency of message pass-
ing as the LSM becomes distributed over larger processor counts. For the case with NP 5 1024, Figure 2b
shows that the typical throughput is 1 simulated day per 14.5 min of wall-clock time.

4. Idealized Simulations of Two Types of MCSs

As a first step in evaluating the SP-WRF, this section describes a series of idealized simulations of two types
of mesoscale convective phenomena: a squall line and a tropical cyclone. A primary goal is to see how
adopting the proposed ESMT formulation affects the simulated storm morphology. To this end, an alterna-
tive formulation of the momentum feedback is also considered that consists of neglecting both the advec-
tive and source terms in (5) so that the feedback involves only the processes of turbulent diffusion and
surface friction. This diffusion-only formulation is defined here as the ‘‘control,’’ since it is essentially what is
adopted in most other SP models, including the SP-CAM3, SP-CCSM3, and NASA MMF.

4.1. Squall Line Case
The experimental setup for the squall line case is as follows. The LSM is configured as a nonrotating, doubly
periodic box with 16 3 16 columns at 32 km horizontal grid spacing. The embedded CRMs each have 16
columns at 2 km horizontal grid spacing. The vertical grid has 65 levels with spacing stretching from
roughly 50 m near the surface to around 500 m at and above 5 km. The model top is at roughly 28 km with
gravity wave damping applied in the uppermost 7 km. The large and small-scale time steps are 2 min and
10 s, respectively. The lower boundary is a uniform ocean with skin temperature held fixed at 301 K. Con-
vection is maintained through imposed advective cooling and moistening tendencies, applied uniformly on
the LSM grid. The generic expression for these tendencies is given by 2W@hqLi=@z, where W is a specified
tropospheric vertical motion profile with top-heavy structure as shown in Figure 3a. For simplicity, the
effects of radiation are handled using the idealized treatment of Pauluis and Garner [2006], as opposed to
the standard radiation scheme described earlier in section 3. To ensure an environment that is favorable for
squall line formation, nudging is applied to the domain-averaged horizontal wind components of the LSM
with a 1 h nudging time scale. The target wind profile is a sheared low-level easterly jet, as shown in Figure
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3b, which is broadly representative of the climatological easterly jet over northern west Africa during
summer, where westward-moving squall lines are common [Rickenbach et al., 2009; Cetrone and Houze,
2011; Tulich and Kiladis, 2012]. The initial large-scale temperature and moisture profiles are representative of
conditions observed over the tropical north Atlantic during the GATE field campaign. Convection is initiated
in the model by introducing a low-level temperature perturbation to the LSM grid that is slab symmetric in
the north-south direction with a horizontal scale in the east-west direction of 128 km. To break the initial
symmetry in the north-south direction, random small-amplitude (<0.1K) perturbations are added to the
large-scale temperature field near the surface.

The model is evaluated against a 3-D CRM benchmark calculation, performed using the stand-alone
ARW with 2 km horizontal grid spacing and the same forcing as described above. To make the compar-
ison as fair as possible, output from the 2 km ARW is spatially coarse-grained to have the same 32 km
horizontal grid spacing as the SP-WRF. This sort of benchmark evaluation has become common in

Figure 2. Parallel computing performance of the SP-WRF on the NOAA’s CRAY XE6 (Gaea) computing platform. (a) Speedup and (b) meas-
ured wall-clock time per simulated day plotted as a function of the number of computing processors (NP). Green symbols denote the
actual model timing, while the black line denotes the theoretical potential under linear scaling. Results are based on the last 5 days of a 6
day global simulation, with no output to disk. The grid spacing of the LSM is roughly 2.88 3 2.88; the embedded CRMs each have 32 col-
umns at 4 km grid spacing. The vertical grid has 51 levels. The large and small-scale time steps are 10 min and 20 s, respectively.

Figure 3. Profiles of the (a) large-scale vertical motion and (b) initial/target background u and v-wind profiles (solid and dotted, respec-
tively) imposed in the idealized squall line experiment.
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multiscale modeling studies where the large and small-scale components of the multiscale model are
the same [e.g., Jung and Arakawa, 2005; Grabowski, 2006; Jung and Arakawa, 2014; Slawinska et al.,
2015].

As shown in Figure 4, the benchmark features a long-lived squall line system that moves westward at a
well-defined speed of 9.8 m s21, just slightly slower than the imposed easterly jet maximum of 10 m s21

between z 5 3 and 4 km (see Figure 3b). The zonal scale of the disturbance in terms of rainfall is roughly
100 km, much larger than the O (1 km) scale of a typical deep convective updraft. The composite
longitude-height structure of the disturbance in Figure 5a shows the familiar pattern in cloudiness of a
leading convective line and trailing stratiform anvil region. The associated temperature and moisture sig-
nals imply strong convective destabilization at low-levels toward the leading half of the cloud line, in the
form of a ‘‘wedge’’ of anomalously cool and moist air situated just above the PBL between z � 1 and
2.5 km. Convection is strongest when virtual temperature Tv anomalies near the top of the convective
inhibition layer at z � 3:5 km [cf. Tulich and Mapes, 2010] switch from positive to negative, implying
removal of a ‘‘capping’’ inversion. The system’s surface-based cold pool extends well behind the cloud
line and features a maximum temperature depression of roughly 0.9 K. The latter is located more than
30 km to the rear of the heaviest surface rainfall, suggesting that the system is propagating faster than
the surface-based cold pool. Overall, the structures and implied dynamics of the disturbance are very
similar to those obtained previously by Tulich and Kiladis [2012] in the context of observed west African
squall lines (see their Figure 11).

The SP-WRF is able to capture most of the above storm features, regardless of the small-scale momen-
tum feedback, as illustrated in Figures 5b and 5c. The main deficiencies are that the SP-simulated cloud
lines move slightly slower (9.0 m s21) than in the benchmark case and are generally too strong in
dynamic intensity at low levels, especially near the surface and toward the top of the convective inhibi-
tion layer. The latter problem is mitigated to some extent in the run with ESMT (Figure 5c), suggesting

Figure 4. Simulated rain evolution and horizontal structure of the idealized squall-line produced in the benchmark 3-D CRM. (a) Hovm€oller
of surface rain averaged in the y direction. (b) Lagged autocorrelation of y-averaged surface rain as function of horizontal distance (x direc-
tion) and time; the dashed line denotes a phase speed of 9.8 m s21. (c) Time average of the spatial autocorrelation of rain. Contours in Fig-
ures 4b and 4c start at 0.3 with intervals of 0.1.
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that the net effect of the explicit momentum feedback is to weaken the disturbance, via cumulus
friction.

To assess the role of the parameterized horizontal pressure gradient force, an additional run was performed
with the scalar momentum source/sink term Sc in (5) set to zero, referred to as run noPGF. Figure 5d shows
that the disturbance in this case is even weaker than before, with a roughly 20% smaller maximum in sur-
face rainfall than in the benchmark case. The implication is that the parameterized pressure gradient force
is acting to offset a portion of the explicit cumulus friction, much like in traditional parameterizations of
CMT with 0 < a < 1. The latter interpretation is further supported by Figure 6, which shows that regression-
derived values of ax and ay are both typically in the range 0–1. A notable exception is near the surface,
where values are often well outside this range, apparently due to the effects of the lower boundary.

Figure 5. Composite longitude-height (x-z) structures of the simulated squall line in the (a) CRM benchmark versus the (b) control, (c)
ESMT, and (d) noPGF versions of the SP-WRF. All fields are plotted as anomalies with respect to the horizontal domain average. Shading
denotes the virtual temperature, while thin black contours denote the cloud water/ice mixing ratios with intervals of 0.2 g kg21 (only posi-
tive values shown). Green contours denote the relative humidity with intervals of 62% (negative values are dashed). Arrows denote wind
vectors in the x-z plane. The heavy solid line at the bottom of each plot denotes the composite surface rainfall (only positive values
shown), with the same arbitrary units throughout. For ease of comparison, the composite surface rainfall from the CRM benchmark in Fig-
ure 5a is denoted by the heavy dashed line in Figures 5b–5d.
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More substantial weakening of the disturbance due to cumulus friction is found in runs where the orienta-
tion of the CRM domain is assumed to be perpendicular, rather than parallel to the bulk low-level wind vec-
tor of the LSM (results not shown). This increased damping is most likely due to a systematic reduction in
the degree of tilting of convective updrafts through its effects on the eddy transport of horizontal momen-
tum [cf. Moncrieff, 1992]. The original (flow-parallel) choice of CRM orientation is therefore near optimal
from the standpoint of simulating mesoscale squall lines.

4.2. Tropical Cyclone Case
The setup and forcing for the tropical cyclone (TC) case is identical to the squall line case, except for the
following four modifications. First, the horizontal dimensions of the LSM grid are increased from 16 3 16
to 32 3 32 columns, to capture a broader range of horizontal wavelengths (up to 1024 km). Second, the
target easterly jet profile is replaced by a simpler (nonjet) profile, given by uniform easterlies of 5 m s21

in the lowest 1.5 km, decaying linearly to zero at a height of 13 km (see Figure 7a). Third, the assumption
of no ambient rotation on the LSM grid is replaced by a special kind of f-plane condition, whereby the
Coriolis force is assumed to act only on perturbation winds about the horizontal domain average; the
goal is to prevent the development of domain-averaged horizontal flows, other than those generated
through nudging. The value of the Coriolis parameter f is set to 5 3 1025 s21, representative of condi-
tions at around 208N. Fourth, the initial large-scale temperature perturbation used to kick off convection
is replaced by an axisymmetric vortex in both hydrostatic and gradient wind balance. As shown in Figure
7b, the vortex has a peak tangential velocity of 10 m s21, located at a radius of 125 km and a height of
3 km. Wind speeds decay with height above and below this level so that the vortex is confined to the
troposphere with a peak surface wind speed of 5 m s21, i.e., well below tropical storm strength. Finally,
because the problem of TC genesis under large-scale vertical shear is highly sensitive to small-scale
details in the initial conditions [Zhang and Tao, 2012], an ensemble of 10 simulations is performed. The
individual members of the ensemble are made to differ by adding different sets of random temperature
perturbations to the initial conditions.

With the exception of the noPGF runs, all simulations feature the development of a TC with maximum 10 m
wind speeds Vmax (relative to the mean flow) in excess of 30 m s21. Importantly, however, Figure 8 shows
that storms in both the ESMT and benchmark ensembles tend to develop roughly 2 days later than in the
control ensemble. This later development, together with the slightly weaker end-stage intensity of storms
in the ESMT ensemble (as compared to the control ensemble), is evidence once again that the net effect of
the explicit momentum feedback is to provide a source of cumulus friction. Also, because no storms

Figure 6. Similar to Figure 5c but where the shading now denotes the regression-derived coefficients, (a) ax and (b) ay, obtained in the
ESMT version of the SP-WRF. See text for details.
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develop in the set of noPGF runs (results not shown), it appears, as before, that the net effect of the parame-
terized pressure gradient force is to offset a portion of the cumulus friction. Very similar sorts of findings
have been obtained in studies of TC forecast skill using operational models with conventional parameteriza-
tions schemes [e.g., Han and Pan, 2006; Hogan and Pauley, 2007].

Considering the horizontal structures of the simulated TCs, Figure 9a shows that storms in the benchmark
ensemble tend to have an eye-wall diameter of around 40 km, too small to be captured by the 32 km SP-
WRF. This smaller diameter might be expected given the differences in minimum surface pressure shown
earlier in Figure 8b. Nevertheless, storms in the ESMT ensemble (Figure 9c) exhibit an azimuthal asymmetry
pattern in rainfall that is qualitatively similar to what is seen in the outer portions of the benchmark storms,
albeit with exaggerated amplitude. The area-averaged rainfall rates within 150 km of the storm centers are
also comparable at roughly 2.5 mm h21. Storms in the control ensemble (Figure 9b), on the other hand, pro-
duce around 15% more area-averaged rain and feature an azimuthal asymmetry pattern that is shifted
roughly 458 counterclockwise of the ESMT and benchmark storms.

5. Global Simulations of Seasonal Climate

In order to further evaluate the SP-WRF, a series of seasonal (1 June through 31 August; JJA) global integra-
tions was performed for each of the years 2008–2012. The model is initialized on 29 May using ERA-interim
data [Dee et al., 2011] with analysis nudging of horizontal winds, temperature, and water vapor applied dur-
ing the first 3 days of the simulation (up to 1 June) to allow spin-up of the embedded CRMs. Time-varying
SSTs are prescribed using ERA-interim data. The horizontal grid spacing of the LSM is roughly 2.88 3 2.88;
the embedded CRMs each have 32 columns at 4 km grid spacing. The vertical grid has 51 levels stretching
from a nominal spacing of 50 m near the surface to around 700 m near the model top (pht � 15 hPa). The
large and small-scale time steps are 10 min and 20 s, respectively. The model is evaluated using several dif-
ferent observational data sets that are described in the figure captions.

The above simulation strategy was guided by a recognition that most systematic errors in ‘‘warm-start’’
global climate integrations tend to develop within the first few days of the simulation [Phillips et al., 2004;
Klein et al., 2006; Martin et al., 2010; Ma et al., 2013]. Ensembles of relatively short-term (seasonal) integra-
tions can therefore provide a cost-effective means for assessing climate model performance. Here the focus
is on the Boreal summer season because previous studies have shown that both the SP-CAM3 and NASA-
MMF tend to produce extreme positive biases in rainfall and moisture during this season over the tropical

Figure 7. (a) Initial/target u and v-wind profiles and (b) radius-height structure of the initial balanced vortex used in the ensemble of ideal-
ized tropical storm runs. Shading in Figure 7b denotes the virtual temperature anomalies with respect to the horizontal domain averaged;
contours denote the tangential wind speed at intervals of 1 m s21.
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northwest Pacific, as part of a hyperactive south Asian summer monsoon [Khairoutdinov et al., 2005; Tao
et al., 2009]. This bias pattern is so extreme that it has been given a name, the ‘‘Great Red Spot,’’ based on
its stark appearance in color plots of relevant quantities [Randall et al., 2015]. An obvious question then is
whether the SP-WRF is plagued by a similar sort of bias?

5.1. Evaluation of the Control Ensemble
5.1.1. Depiction of Time-Mean Fields
Comparison of the top two plots in Figure 10 shows that the control version of the model does a reasonable
job at capturing the observed geographic distribution of time-mean surface rainfall—the spatial pattern
correlation is 0.84. Referring to the rain error map in Figure 11a, however, we see that the amount of simu-
lated rain is generally too large throughout much of the tropics and Southern Hemisphere extratropics.
Geographic areas with especially large and wide-spread positive biases include the equatorial central Pacific
and Maritime Continent, as well as the western and eastern coasts of India and further inland over the
Himalayas. Conversely, large negative biases are prevalent mainly over the tropical northwest Pacific, where
the model fails to produce a well-defined monsoon trough. In response to the question posed earlier, it
therefore appears that the model is plagued by essentially the opposite sort of bias as found in the SP-
CAM3 and NASA MMF, namely, that of a ‘‘Great Blue Spot.’’ While the reason for this difference is not yet
clear, further testing has confirmed that the problem in the SP-WRF is resilient to changes in global model
resolution: a similar Great Blue Spot is produced even when the horizontal grid spacing of the LSM is
decreased by a factor of two (results not shown).

Figure 8. Ensemble-averaged time series of the (a) domain-maximum 10 m wind speed (relative to the domain-average flow) and (b)
domain-minimum surface pressure for the simulated tropical storms in the CRM benchmark (black) versus the control (red) and ESMT
(green) versions of the SP-WRF. Vertical lines denote the standard deviation among the 10-member ensemble.
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Taylor diagrams [Taylor, 2001] are used
to further evaluate the model’s perform-
ance. Briefly, these diagrams convey
information about the statistical degree
of similarity between patterns of simu-
lated versus observed fields. The infor-
mation is displayed as points on a polar
style graph, where the azimuthal posi-
tion of a point denotes the spatial pat-
tern correlation C, while the radial
position denotes the pattern standard
deviation of the simulated field normal-
ized by its observed counterpart (i.e.,
r̂ � rsim=robs). Also, the pattern-
centered RMSE is given by the distance
of a point to the location on the graph
where C and r̂ are both equal to 1 (i.e.,
the location corresponding to a perfect
match between the model and
observations).

Several different fields are considered as
part of the model evaluation. These
fields include the time-mean global pat-
terns of outgoing longwave radiation
(OLR), precipitable water (PW), surface
rain rate (R), and u and v-components of
the horizontal wind vector at 200 mb
and near the surface, denoted [U200,
V200] and [U10, V10], respectively. As
shown by the red symbols in Figure 12a,
the pattern correlation C exceeds 0.75 in
all cases, with the simulated OLR show-
ing the best agreement with observa-
tions (C 5 0.99) and the simulated V200
showing the worst agreement
(C 5 0.80). Meanwhile, values of the nor-
malized standard deviation r̂ are univer-
sally greater than 1, indicating that the
model’s general circulation and hydro-
logic cycle are both generally too strong
in comparison to observations. These
Taylor scores are nevertheless encourag-
ing and were obtained without any
effort at ‘‘tuning’’ the model.

Figure 12b is similar to Figure 12a but
where the Taylor diagram has been
constructed for global patterns of the
time-mean zonal anomalies. The corre-
lations in this case are systematically
lower (in the range 0.70–0.90), while
the normalized pattern standard devia-
tions are generally about the same.

Figure 9. Composite rain structure of the ensemble of tropical storms pro-
duced in the (a) CRM benchmark versus the (b) control and (c) ESMT ver-
sions of the SP-WRF. Shading plus white contours denote the raw rain
rate at intervals of 30 mm h21, while red contours denote anomalies with
respect to the azimuthally averaged rain rate at intervals of 15 mm h21

(only positive values shown). The composites were formed as ensemble
and time-averages over the last 5 days of the simulations, with the base
point of the composite taken as the locus of minimum surface pressure.
The area-averaged rainfall over a circular area within 150 km of the storm
center is indicated in each plot.

Journal of Advances in Modeling Earth Systems 10.1002/2014MS000417

TULICH CMT IN SP-WRF 952



The one exception is in the case of OLR, where the normalized pattern standard deviation is now well
below 1 at r̂50:81. The interpretation is that zonal fluctuations in the time-mean simulated OLR are gen-
erally 20% weaker in amplitude than observed.

To isolate the cause of this deficiency, Figure 13 compares the statistical relationship between the time-
mean zonal OLR and rainfall anomalies as seen in the model versus observations. Although the model

Figure 10. Observed versus simulated time-mean surface rainfall during JJA for the 5 year period 2008–2013. The observed climatology in
(a) comes from the Climate Prediction Center’s (CPC’s) Merged Analysis of Precipitation (CMAP), described in Xie and Arkin [1997]. Results
for the (b) control versus (c) ESMT versions of the SP-WRF are shown.
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captures the generally observed decrease in OLR with increasing rainfall (due to increasing upper-level
cloudiness with colder emission temperatures), the rate of decrease is about 50% lower, suggesting that the
model is not producing enough upper-level cloudiness in precipitating regions. The reason for this lack of
upper-level cloudiness is not entirely clear, but may be due partly to deficiencies in the microphysics
scheme.

5.1.2. Depiction of Moist Tropical Wave Variability
As already mentioned, previous studies have reported that the depiction of tropical wave variability tends
to be greatly improved in SP models, as compared to their conventional counterparts [Khairoutdinov et al.,
2008; Tao et al., 2009; McCrary et al., 2014]. While this sort of comparison is beyond the scope of the current
study, it is still important to assess the simulated space-time spectrum of tropical rainfall, a key measure of
global model fidelity [e.g., Lin et al., 2006; Tulich et al., 2011; Hung et al., 2013; Kim and Alexander, 2013].
Here the spectrum is calculated using an approach similar to that of Wheeler and Kiladis [1999], but with a
smaller sliding time window of 30 (rather than 96) days, to increase the number of independent spectral
estimates (15 for the five-member ensemble of 92 day runs). Questions about the simulation of important
intraseasonal modes of variability, such as the MJO, are therefore left as a topic for future research. To iso-
late the signals of coherent submonthly modes of variability, the resulting raw spectrum is divided by a
smoothed ‘‘red-noise’’ background, where the latter is obtained following the approach of Tulich and Kiladis
[2012].

Figure 11. Similar to Figure 10 but for the (a) SP-WRF (control) minus observed rainfall and (b) SP-WRF (ESMT) minus SP-WRF (control) rain-
fall. The gray hatching in Figure 11a denotes where the absolute difference is statistically significant at the 95% confidence interval or
above, based on a two-sided t test. The grey hatching in Figure 11b is similar but at the 80% confidence interval.
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The observed spectrum in Figure 14a
shows the familiar signals of relatively
fast-moving Kelvin and inertia-gravity
(IG) waves with phase speeds in the
range 15–30 m s21, as well as slower-
moving easterly waves and tropical
depression (TD)-type disturbances with
(westward-only) phase speeds in the
range 5–10 m s21. As shown previously
by Tulich and Kiladis [2012], the pro-
nounced bias toward westward versus
eastward-propagating IG waves can be
attributed primarily to interactions
between the waves and the back-
ground vertical shear in the lower tro-
posphere. The rain spectrum for the
control ensemble (Figure 14b) shows
all of these observed features. How-
ever, the signals of the Kelvin and IG
waves are not nearly as pronounced,
while the opposite is true of the simu-
lated easterly waves. Also, the implied
propagation speed of the IG waves is
somewhat slower than observed, so
that the distinction between the
westward-moving IG and easterly
waves is not as clear.

5.2. Effects of Including ESMT
Inclusion of the ESMT formulation is
found to improve several aspects of
the model performance. Comparison of
Figures 10b and 10c (see also Figure
11b) shows that the simulated rain
biases are generally smaller over the
Indian monsoon region, while compari-
son of the green versus red symbols in
Figure 12 shows that all four of the
kinematic fields, U10, V10, U200, and
V200, are generally in slightly better
agreement with observations, espe-
cially when considering fluctuations
about the zonal mean (bottom plot).
The latter improvements stem mainly
from reductions in the normalized pat-

tern standard deviation r̂, as opposed to increases in the pattern correlation C. Thus, it appears once again
that the net effect of the parameterized CMT is to reduce the overall strength of the simulated circulation,
via cumulus friction. Despite these modest improvements, however, some degradation of the simulated
rain climatology is apparent over the tropical Atlantic and eastern Pacific, where the overproduction of ITCZ
rainfall is exacerbated. This degradation is reflected in Figure 12b by a slight decrease in the pattern correla-
tion C between the simulated versus observed zonal rainfall anomalies.

A more drastic reduction in the rain pattern correlation is found in the noPGF run, as illustrated by the blue
symbols in Figure 12. Inclusion of the diagnostic pressure gradient force is therefore acting to prevent the
growth of errors in the convection field that would otherwise develop due to overly strong cumulus friction.

R

OLR

U200

V200

U10

V10

PW

R

OLR

U200V200

U10
V10

PW

Figure 12. Taylor diagrams for three different versions of the SP-WRF: (1) control
(red symbols), (2) ESMT (green symbols), and (3) noPGF (blue symbols). Results in
(a) are for time-mean fields in the 5 year ensemble of seasonal (JJA) runs, while
those in (b) are for the time-mean zonal anomalies. The observational data sets
used to construct these diagrams are as follows. PW: Remote Sensing Systems’
(RSS) Total Columnar Water Vapor Product Version-7 (ocean only) [Wentz et al.,
2007]; OLR: Clouds and Earth’s Radiant Energy Systems (CERES) Energy Balanced
and Filled (EBAF) Edition 2.8 [Loeb et al., 2007]; R: CMAP [Xie and Arkin, 1997];
U200, V200, U10, V10: ERA-interim [Dee et al., 2011].
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Large reductions in C are also apparent
for V200, while the remaining kine-
matic fields exhibit a general decrease
in r̂, consistent with expected effects
of increased cumulus friction. These
results are somewhat different from
those of Richter and Rasch [2008], who
looked at the effects of incorporating
traditional mass-flux formulations of
CMT in the standard CAM. In particular,
they reported the biggest gains in
model performance in runs where the
effects of the horizontal pressure gradi-
ent force were completely neglected
(analogous to the noPGF formulation
considered here). This difference is pre-
sumably due to differences in the
underlying pattern of model biases.

Inclusion of the ESMT formulation is
also found to improve the depiction of
tropical wave variability. The spectrum
in Figure 14c shows slightly stronger
Kelvin and eastward-moving IG wave

signals, as compared to the control spectrum in Figure 14b. The easterly wave signals are also much weaker
and more clearly separated from the westward-moving IG waves. The implied propagation speed of the lat-
ter wave type is also more in line with observations, although the simulated waves are still too slow.

5.3. Sensitivity of Tropical Rain Biases to CRM Orientation
The choice of CRM orientation is essentially a free parameter in the 2-D SP framework. Here, following the
suggestion of Grabowski [2004], the standard approach has been to assume the CRMs are aligned parallel
to the averaged large-scale wind vector in the lowest 4 km, denoted Û4km. While suitable for deep convec-
tive regions under shear, however, this approach is perhaps not as well suited for shallow convective
regions under shear, where linear cloud structures, known as ‘‘cloud streets,’’ are common and are typically
oriented parallel, rather than perpendicular, to the mean boundary layer wind vector [Young et al., 2002].
Owing to the use of a 2-D CRM, there is also the related concern of potentially exaggerating the role of low-
level shear in generating turbulence and vertical mixing on the CRM grid, which could ultimately affect
other aspects of the model performance.

In light of these observations and concerns, a revised strategy has also been tested, in which the CRMs are
only aligned parallel to Û4km in cases of strong convection, while being oriented perpendicular otherwise.
The criterion used to identify CRMs with strong convection is simply that the domain maximum of jw�c j
exceed 1 m s21, where the asterisk denotes that only grid points with a condensed ice/water mixing ratio
greater than 0.1 g kg21 are considered. In practice, only a small subset of the CRMs is found to meet the lat-
ter criterion (<15% in the deep tropics 158S–158N). The approach can therefore be considered as generally
orthogonal to that of Grabowski [2004]. However, because the CRM orientation is essentially unchanged in
regions with predominantly deep convection, any resultant changes in model performance (described
below) must ultimately be due to changes in the simulated character and transport properties of boundary
layer eddies in predominantly shallow convective regions.

Figure 15 shows that the time-mean pattern of simulated tropical rainfall is generally improved under the
revised orientation strategy. Most notably, the spurious enhancements in ITCZ rainfall near the dateline, as
well as off the northwestern coast of Sumatra, have both largely been eliminated. The reduction west of
Sumatra is spoiled, however, by a broader northward shift in rainfall that results in even larger positive rain
biases around the coast of India. These broad-scale changes in rain are obtained regardless of the treatment
of CMT. Nevertheless, the improvement over the central Pacific is more pronounced in the run with ESMT.

Figure 13. Statistical relationship between time-mean zonal anomalies of OLR
versus rainfall as seen in observations (black) and the control version of the SP-
WRF (red). Results are plotted as bin-averaged values (symbols), together with a
least squares linear fit to the data (lines). The observations are based on the
CMAP and CERES products.
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The latter simulation also features an improved depiction of ITCZ rainfall over the far western and eastern
Pacific, as well as over the tropical north Atlantic, where rainfall is now largest just off the western coast of
Africa, similar to observations. However, the amount of simulated rain is still much too high.

Figure 14. Averaged zonal wavenumber-frequency spectrum of tropical rainfall for latitudes between 158S and 158S, as seen in (a) the TRMM
3B42 satellite product [Huffman et al., 2007] versus the (b) control and (c) ESMT versions of the SP-WRF. Solid curves denote the theoretical dis-
persion properties of dry Kelvin, equatorial Rossby, mixed-Rossby gravity, and the n 5 1 inertia-gravity modes with an equivalent depth of
25 m. The dashed curve is similar but for the 25 m equatorial Rossby wave under doppler shifting by a uniform easterly flow of 8 m s21.
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6. Summary and Concluding Remarks

This study developed a unique 2-D SP formulation of the WRF model that, unlike most other formulations,
includes the effects of convective momentum transport (CMT) on the large-scale flow. The idea is to treat
the two components of the large-scale horizontal momentum as nonconserved scalars that are advected
and diffused by the CRM-simulated flow in the presence of a diagnostic source/sink term. The latter is
obtained using a linearized version of the Poisson pressure equation, solved at each CRM time step. The
approach, referred to as ‘‘explicit scalar momentum transport’’ (ESMT), is therefore similar in concept to tra-
ditional mass-flux formulations of CMT. Unlike the latter, however, no assumptions are made concerning
the role of the cloud-scale pressure gradient force in producing up or down-gradient CMT.

Despite this generality, results showed that the net effect of the proposed formulation is to produce large-
scale cumulus friction, even in simulations of long-lived mesoscale squall lines. In global simulations of sea-
sonal (JJA) climate, it was found that including this additional source of friction led to an improved depic-
tion of coherent synoptic modes of tropical wave variability, in addition to mitigating large positive biases
in summer monsoon rainfall along the eastern and western coasts of India. However, this regional bias miti-
gation was offset by an amplification of rain biases over other tropical regions, including the Atlantic and
eastern Pacific. More systematic improvements in the simulated time-mean rain pattern were obtained
under a revised CRM-orientation strategy, apparently due to changes in the explicit representation of pre-
dominantly shallow convective regions. Neglecting the effects of the horizontal pressure gradient force on
CMT was found to have substantial negative impact on model performance.

Figure 15. Similar to Figure 10 but for the (a) control and (b) ESMT versions of the SP-WRF with a revised CRM orientation strategy (see
text for details). White solid (dotted) contours denote regions where the rainfall difference between the revised-minus-standard-
orientation rainfall is >3 (<23) mm d21; only differences that are statistically significant at the 80% confidence interval are indicated.
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Results of this study are in broad agreement with those obtained in previous climate simulation studies per-
formed using the SP-CAM3. In particular, studies by Khairoutdinov et al. [2005] and Khairoutdinov et al.
[2008] have shown how biases in the SP-CAM3’s depiction of time-mean rainfall can be mitigated by either:
(1) changing the orientation of the embedded 2-D CRMs from being everywhere in the east-west to north-
south direction or (2) explicitly including the effects of CMT by replacing the host model’s 2-D CRMs with a
set of 3-D CRMs (while keeping the total number of CRM grid columns the same). Similar sorts of findings
were later reported by Cheng and Xu [2014], using a modified version of the SP-CAM3, similar in some
respects to the SP-WRF introduced here. What has perhaps not been appreciated in these studies, however,
is that much of the SP-CAM3’s sensitivity to the choice of CRM orientation may in fact be due to changes in
the simulated character of shallow convective clouds and turbulence, as opposed to changes in the simu-
lated character of deep convective clouds, as might naively be expected. Further research is therefore
needed to clarify how the choice of CRM orientation influences the explicit simulation of all types of convec-
tive regimes, including the fair-weather regime of wide-spread shallow convection.

An important contribution of this study is the first-ever benchmark evaluation of the SP approach in the context
of TC genesis under shear. A difficulty encountered was that the radial size of the benchmark storm was too small
to be adequately resolved by the 32 km horizontal mesh of the SP-WRF. Nevertheless, after coarse graining, the
evolution of the maximum surface wind speed in the benchmark storm was seen to be remarkably well captured
by the SP model, especially when the effects of CMT were included. This close agreement suggests that the SP
approach could ultimately prove useful in applications aimed at predicting and understanding TC-climate link-
ages, as an extension of previous conventional modeling work by Held and Zhao [2011] and many others.

The SP-WRF is a versatile multiscale modeling framework that represents one of only a handful of its kind in
the world. Even among these, however, the model is unique in that it can be run in either global or regional
configurations with realistic lower boundary conditions and the option of a variety of different bulk physics
packages. Also, because the large and small-scale components of the SP-WRF are the same, it is straightfor-
ward to precisely evaluate the model against a stand-alone CRM benchmark, as was demonstrated here.
Looking forward, it is hoped that these unique capabilities will prove useful not only toward establishing
best practices in superparameterized modeling, but also in developing and refining bulk parameterizations
for use in global CRMs of the future.
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